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Problem

e No explicit word boundaries (i.e.,
spaces) in Chinese text.
e But, we need the words for

— Indexing in information retrieval

(IR),

— natural language understanding.
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e Use word probabilities to segment

sentences 1into words.

e Discover the words and their
probabilities from raw, unsegmented
text using the

Expectation-Maximization (EM)

algorithm.
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\ Words are running together ... /

e No explicit word boundaries (i.e., spaces) in a Chinese
sentence. K.g.,

&%, BEBSHMERSEEBT S ERNE
L8 I [R] T 246 1583,
e The words in the above Chinese sentence:
SR BT EIA Fa BRKEBA Hin SFA BHHEHA A5~ HEA vl
A fEA BETEIA IEZCA FRaGA 1583

e Compare the English sentence WITHOUT / WITH the spaces
between words:

“Today,theEuropeanUnion(EU)andMexicostartednegotiations

toestablishazoneoffreetradebetweenthem.”

“Today, the European Union (EU) and Mexico started
/ negotiations to establish a zone of free trade between them.” \
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Segment the sentence into words:
the maximum-likelihood approach

e Segment the sentence C1C5C5...C,, into words W1 W5 ... W,,
to maximize the likelihood P(W1)P(W3) ... P(Wy,).

Segmentation | likelihood
C1 ~r Cy a C3 0.01
Vv | C1C2 ~ C3 0.09
C1 ~ C2C3 0.001
C1C2C3 0.03

e This can be done by dynamic programming if we knew the
words {W;} and their probabilities P(W).
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If we had a training corpus of segmented text ...

e then we can easily get the words and their probabilities!

Count the words

Segmented Text
Words and probabilities
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If we knew the words and their probabilities ...

e then we can get the segmented text!

Segmented Text
Words and probabilities

word .
segmentation




\ Combine them together: /
Expectation-Maximization (EM) algorithm

e Solves this problem of “Which came first, the chicken or the

44

egg”, i.e., the initial values for the

\%_:Em_ values

probabilities

egq?” by providing the first
word probabilities.

Count the words

\/

Segmented Text
"\

Raw, unsegmented text
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The main procedure

1. For each sentence in the unsegmented text,

(a) Compute the likelihood of each possible segmentation using
the current estimated values of the word probabilities.

(b) The segmentation likelihood is normalized as “fraction”
that sums to 1.

(¢c) Count the words in each segmentation. I.e., add the

“fraction” of the segmentation to the word count.
2. Update the word probabilities using the word counts.

3. Repeat until convergence.
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1(a) word prob. ->

An example

segmentation likelihood Word |
C1l 6e-4 .
Cc2 7e-4 .
C3 /@ .
Current clC2 3e-7
Segmentation :vﬂ_jooa _nqu\ﬁ_os c2c3 8e-7
C1"C2"C3((168e12 @g 9e-10
C1/C2C3 p\.momrf o.%mﬁ T oot as
C1C2°C3 | 4.80e11 [0.04991
C1C2C3 | 9100e/10 | 0.93586

1(b) "Normalize"

~___/

2 Update word prob.
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It works!

e The algorithm correctly discovers most words from the

unsegmented text.
— Hr 2T BEEN Z KA HlE
— WA B JCHEA BT TIA BN BN HIA AN BRI
— BN FiX A Bn HEA B8 — 8 AR B2
— (ERIRLA IR A AN LSS K
e Recall /Precision=65.65%/71.91%

o After splitting single-character “stop” words from content
words, Recall /Precision can be boosted up to 97.72%/91.05%
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Future work

e Some single-character stop words (like “and”, “of”, “should”,

etc.) tend to cling to content words.

ZEEH EABLE

shouldrespect | should respect

A more principled way of splitting these stop words from
content words?
e Incorporate prior knowledge:
— Distribution of word lengths
— Existing word lists

— Part of speech information

e Other applications

- \
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