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Abstract

We investigate two statistical detection problems in plasma etch endpoint detection: change-point
detection and pattern matching. Our approach is based on a segmental semi-Markov model frame-
work. In the change-point detection problem, the change-point corresponds to state switching in
the model. For pattern matching, the pattern is approximated as a sequence of linear segments
that are modeled as segments (states) in the model. The segmental semi-Markov model is an exten-
sion of the standard hidden Markov model (HMM), from which learning and inference algorithms
are presented to solve the problems of change-point detection and pattern matching in a Bayesian
framework. Results on both simulated data and real data from semiconductor manufacturing illus-
trate the flexibility and accuracy of the proposed framework.
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Figure 1: An illustrative example of a change-point detection problem from plasma etching. Data
are from a commercial LAM 9400 plasma etch machine.

1 Introduction

Plasma etch is a critical process in semiconductor manufacturing. Accurate automatic detection
of the end of the etch process is essential for reliable wafer processing. Figures 1 and 2 show
two techniques for endpoint detection [19, 20, 2, 25] using interferometry sensor data from plasma
etching:

1. Change-point detection: In Figure 1, a “change-point” occurs at the boundary between the
two fitted quadratic curves. Process engineers are interested in detecting this change-point
in real time for the purpose of endpoint detection.

2. Pattern matching : In Figure 2, a signature pattern (enlarged in the box in Figure 2(a))
is visually determined by process engineers to be a good detector of the endpoint. Given
one example pattern (e.g., from a test run of the process), can we find similar patterns in
subsequent runs? (E.g., in Figure 2(b).)

Solving either of these problems in an automated manner is non-trivial due to the inherent
variability in end point signature from run to run. We address both problems in this paper using
the general framework of a segmental semi-Markov model. This framework extends the standard
hidden Markov model (HMM) to allow explicit state duration modeling (the semi-Markov model,
e.g., [10] ), and non-constant observations (the segmental model, e.g., [21]).

There has been extensive research into the plasma etch endpoint detection using optical emission
spectroscopy and interferometry signals in recent years [20] [25] [24] [1] [5] [27] [23]. As mentioned
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Figure 2: An example of an interferometry sensor data from plasma etching: (a) (top) a waveform
pattern indicating the end of the plasma etch process is indicated with dotted line, (b) (bottom)
another run of the same process where we wish to detect a similar pattern (indicated by dotted
lines).
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above, experienced process engineers can manually find the endpoint by inspecting the shape of the
time waveform of selected spectral lines, and pattern recognition methods such as neural networks
are then trained on example data for endpoint detection. One limitation with the neural network
approach is that a substantial number of training examples may be needed to build the model. To
remedy this problem Mundt [20] proposed synthesizing training data. To do this, a mathematical
model has to be constructed for the endpoint. This is a nontrivial task to perform since it requires
detailed prior knowledge and may need to be repeated for each new pattern. Another limitation
of the neural network approach is that the learned model is a “black box.” It is hard to interpret
and it is difficult to incorporate expert knowledge of process engineers into the network model.
Other pattern matching techniques have also been explored. Allen et al [2] used the Haar wavelet
representation to model an endpoint pattern over many resolutions. Again, it is difficult to directly
incorporate prior knowledge using this approach.

In this paper, we propose a novel approach to the modeling of the endpoint shape signature,
based on the segmental semi-Markov model. Our approach can directly capture a process engi-
neer’s knowledge about endpoint characteristics, for example, the nature of a change-point between
two polynomial segments, the shape of an example pattern, the expected location in time of the
endpoint, and so forth. The segmental semi-Markov model was originally proposed in the speech
recognition literature [10, 21] but to our knowledge this paper describes the first application to
process sensor data analysis. The remainder of the paper is organized as follows. In Section 2, we
describe the segmental semi-Markov model and the inference algorithms to compute the hidden
states from observed data. In Sections 3 and Sections 4 we apply the model to the problems of
change-point detection and pattern matching. We show how to build the model, apply the infer-
ence algorithms, and describe experimental results on both simulated and actual plasma etch data.
Finally, Section 5 concludes with a discussion of future work.

2 Background on Segmental Hidden Semi-Markov Models

2.1 Hidden Markov Models

We begin with a brief review of the standard discrete-time finite-state Markov model. There are
M states in the model: 1, 2, . . . ,M . The state at time t is denoted st, where t = 1, 2, . . . is the
time index. At time t = 1, the probability distribution over the states is given by π, the initial
state distribution, i.e., p(s1 = i) = πi, for i ≤ i ≤ M . Given the state st at time t, the state st+1

at time t + 1 is given by the conditional probabilities p(st+1|st), and conditionally independent
of st−1, st−2, . . . , s1. The state transition matrix A specifies the conditional probabilities Aij =
p(st+1 = j|st = i), for 1 ≤ i, j ≤M , and

∑

j Aij = 1, for 1 ≤ i ≤M .
A hidden Markov model (HMM) is a Markov model where the states st are not directly ob-

servable [22]. Instead, we can observe another measurement yt (real-valued for the purpose of this
paper) that is related to st by the stationary probability distribution p(yt|st), i.e., yt is a stochastic
function of the unobserved state st. Given the state st, the observation yt is independent of all pre-
vious states s1, . . . , st−1, and all previous observations y1, . . . , yt−1. Let θi be the set of parameters
that specify the observation-state model p(yt|st = i), for 1 ≤ i ≤ M , and where θ = {θ1, . . . , θM}.
The functional form of p(yt|st = i) is often chosen from some relatively simple parametric family,
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Figure 3: The graphical structure of a hidden Markov model.

e.g., Gaussian for real valued yt, or a multinomial for categorical yt. Note that θi does not depend
on t, i.e., the model parameters do not change with time.

The graphical structure of the hidden Markov model is illustrated in Figure 3. The joint
distribution of the model, based on the assumptions stated above, can be written in factored form
as:

p(s1, . . . , sT , y1, . . . , yT ) = p(s1)
T−1
∏

t=1

p(st+1|st)
T
∏

t=1

p(yt|st). (1)

There exists an efficient algorithm, called the Viterbi algorithm, that computes the most likely
state sequence s = s1 . . . sT from a given observation sequence y = y1 . . . yT , given the parameters
λ = {π,A,θ} of the model. Furthermore, given an observed sequence y and fixing M , one can
perform maximum likelihood estimation of the parameters λ of the model using the Expectation-
Maximization (EM) algorithm [22].

We can model the change-point detection problem from Figure 1 with two states: “before
the change-point” (first segment), and “after the change-point” (second segment). The data y =
y1 . . . yT are observed, but the corresponding states s = s1 . . . sT (i.e., segment labels) are hidden.
If we can estimate the state sequence s = s1 . . . sT , the change-point can be estimated by noting
that the change-point is simply the first t such that st = 2.

The pattern matching problem of Figure 2 can also be formulated within the framework of
hidden Markov models. The pattern can be approximated by a piecewise linear representation (see
Figure 4), consisting of a number of linear segments, where the hidden states correspond to the
segment labels. We will elaborate on the details of this model later in the paper.

2.2 Semi-Markov Models

For a finite state Markov model, the state duration di is the number of consecutive time-steps that
the system stays in state i, after entering the state. In the standard Markov model, the distribution
of di is given by

p(di = n) = An−1
ii (1−Aii), n = 1, 2, . . . (2)

where Aii is the self-loop transition probability of state i and n is the number of time-steps spent
in state i. In other words, the state-duration distribution is constrained to be geometric in form.
In reality other kinds of distributions, such as log-normal, may provide a more realistic model for
certain applications. For example, in Figure 1 we have prior knowledge from the physics of the
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Figure 4: The example waveform pattern of Figure 2(a) and a piecewise linear representation.

plasma etch process that a change is more likely to occur about half-way through the process,
rather than at the beginning or at the end. Thus a geometric duration, monotonically decreasing
from its mode at time 1, is physically implausible.

The problem of modifying the standard Markov model to allow for arbitrary state-durations
can be addressed by the use of semi-Markov models (e.g., [10]). A semi-Markov model has the
following generative description:

• On entering state i a duration time di is drawn from a state-duration distribution p(di).

• The process remains in state i for time di.

• At time di the process transitions to another state according to a transition matrix A, and
the process repeats.

The state-duration distributions, p(di), 1 ≤ i ≤M , can be modeled using parametric distributions
(such as log-normal, Gamma, etc) or non-parametrically by mixtures, histograms, kernel densities,
and so forth. If di is constrained to take only integer values we get a discrete-time semi-Markov
model. The discrete-time model is used throughout this paper since the observed measurements
yt are discrete-time sampled sensor signals. In a change-detection context, by including the state-
duration distributions in the model, we can encode a prior on how long we expect the process to
remain in each state. In applications where we have multiple runs of the same process, the prior can
be adapted to the data over multiple runs, i.e., the parameters for the prior p(di) can be recursively
updated using a Bayesian estimation framework.
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2.3 Segmental Observation Models

We have not yet described the functional form of the conditional densities p(yt|st) that relate the
observed data to the hidden states. In the standard HMM framework, the observed yt’s depend
only on the state st, not on the time t. This effectively models the data y as being piecewise
constant with additive noise, as yt will be governed by a constant mean over time within each
state. There are many examples of real-world time-series where this piecewise-constant model is
inappropriate, e.g., the data in Figure 1. A natural generalization of the piecewise-constant model
is to allow each state to generate data in the form of a regression curve [21], i.e.,

yt = fi(t|θi) + et (3)

where fi(t|θi) is a deterministic state-dependent regression function with parameters θi and et is
additive independent noise (often assumed Gaussian, but not necessarily so). In the Gaussian noise
case we get that p(yt|st = i) is Gaussian with a time-dependent mean fi(t|θi) and with variance σ2.

This segmental model allows us to directly model the shapes of the segments in the data, for
example, the quadratic curves in the change-point detection problem (Figure 1), and the slopes of
the linear segments in the pattern matching problem (Figures 2 and 4).

2.4 Segmental Semi-Markov Model

The discussion so far has generalized the standard hidden Markov model to the segmental hidden
semi-Markov model, specified by

• π, the initial state distribution,

• A, the state transition matrix,

• p(di), for 1 ≤ i ≤M , the state duration distributions,

• yt = fi(t|θi) + et, for 1 ≤ i ≤M , the stochastic regression functions of the M states.

Let n0 = 0 and nr = T , and let there be r “same-state runs” in the data, where nj , 1 ≤ j ≤ r,
denotes the final time index for each of the r runs, such that s1 = · · · = sn1 , sn1+1 = · · · = sn2 , . . .,
snr−1+1 = · · · = snr . The joint distribution of the model is

p(s1, . . . , sT , y1, . . . , yT ) = p(s1)
r−1
∏

j=1

p(sj+1|sj)
r
∏

j=1

[

p(dsnj = nj − nj−1)p(ynj−1+1, . . . , ynj |snj )
]

.

(4)

2.5 A Viterbi-like Algorithm to Compute the Most Likely State Sequence
(MLSS) for a Segmental Semi-Markov Model

To find the most likely state (i.e., segment label) sequence ŝ = s1 . . . sT for a data sequence y =
y1 . . . yT , we have the following recursive Viterbi-like algorithm based on dynamic programming
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(this is essentially the same algorithm as in [21]). At each time t < T , this algorithm calculates the

quantity p̂
(t)
i for each state i, 1 ≤ i ≤M , where p̂

(t)
i is defined as

p̂
(t)
i = max

s

{p(s|y1 . . . yt)|s = s1 . . . st, st = i, st+1 6= i}. (5)

In other words, p̂
(t)
i is the likelihood of the most likely state sequence that ends with state i, and

yt is the last point of segment i. At time t = T , we define p̂
(T )
i as

p̂
(T )
i = max

s

{p(s|y1 . . . yT )|s = s1 . . . sT , sT = i}. (6)

By definition, the most likely state sequence for the data sequence y1 . . . yT will be the state sequence

s1 . . . sT with likelihood maxi p̂
(T )
i .

The recursive function for calculating p̂
(t)
i is

p̂
(t)
i = max

t′

(

max
j

[

p̂
(t′)
j Aji

]

p(di = t− t′)p(yt′+1 . . . yt|θi)
)

, (7)

for 1 ≤ i ≤ M . In the above equation, t′ is either the last point of the previous segment, or 0. If

t′ = 0, maxj
[

p̂
(t′)
j Aji

]

is replaced with πi. If t = T , p(di = t− t′) is replaced with p(di ≥ T − t′).

The time t′ and the state j that maximize Equation 7 are recorded in a table: PREV (i, t) ←
(j, t′). Let j = argmaxi p

(T )
i . We can trace back from PREV (j, T ) through the table PREV to get

the most likely state sequence. Figure 5 summarizes the procedure in pseudo-code.

The space complexity of the MLSS algorithm is O(MT ) for storing p̂
(t)
i , PREV (i, t), for 1 ≤

i ≤M , 1 ≤ t ≤ T . Let Di = max di−min di+1 and D =
∑M

i=1 Di. At time t, when yt is available,

the computation time complexity for calculating p̂
(t)
i (Equation 7) is O(DiM), so the total time

complexity (for calculating p̂
(t)
i for all 1 ≤ i ≤M) is O(DM).

2.6 Forward-backward Algorithm

Another inference task is to calculate p(st = i|y1, . . . , yT ), the posterior probability that a data
point belongs to state i, given all the observations. In the standard hidden Markov model, this
can be done by using the forward-backward algorithm [22]. Here we extend this algorithm for the
segmental semi-Markov model, again in a manner similar to that described in [21].

Let st1,t2 = i be an abbreviation for

st1−1 6= i, st1 = · · · = st2 = i, st2+1 6= i, (8)

and define

α(i, t1, t2) = p(st1,t2 = i, y1, . . . , yt2), (9)

for 1 ≤ i ≤M,

1 ≤ t1, t2 ≤ T,

p(di = t2 − t1 + 1) > 0,

7



function s1 . . . sT = MLSS(y1 . . . yT )
1. for t=1 to T
2. for i=1 to M

3. Compute p̂
(t)
i , PREV (i, t);

4. end for
5. end for

6. j = argmaxi p̂
(T )
i ;

7. t = T ;
8. [j′, t′] = PREV(j, t);
9. for k = t′ + 1 to t
10. sk = j;
11. end for
12. if (t′ > 0)
13. [j, t] = [j′, t′];
14. goto 8;
15. else
16. return;
17. end if

Figure 5: Pseudo-code for MLSS (finding the most likely state sequence s1 . . . st for data sequence
y1 . . . yt).

and

β(i, t) = p(yt+1, . . . , yT |st = i), (10)

for 1 ≤ i ≤M, 1 ≤ t ≤ T.

The forward pass of the algorithm calculates α’s:

1. Initialization (t1 = 1).

α(i, 1, t2) = πip(di = t2)p(y1, . . . , yt2 |θi), (11)

where p(di = t2) is replaced with p(di ≥ T ) when t2 = T .

2. Forward recursion (t1 > 1). For t2 = 2, 3, . . . , T ,

α(i, 1, t2) =
∑

j

(

Aji

∑

t′1

α(j, t′1, t1 − 1)

)

(12)

p(di = t2 − t1 + 1)p(yt1 , . . . , yt2 |θi),

where p(di = t2 − t1 + 1) is replaced with p(di ≥ T − t1 + 1) when t2 = T .

The backward pass calculates β’s:

8



1. Initialization (t = T ).
β(i, T ) = 1, for 1 ≤ i ≤M. (13)

2. Backward recursion (t < T ). For t = T − 1, T − 2, . . . , 1,

β(i, t) =
∑

j

(

Aij

∑

t′

[

β(j, t′) (14)

p(dj = t′ − t)p(yt+1, . . . , yt′ |θj)
]

)

,

where p(dj = t′ − t) is replaced with p(dj ≥ T − t) when t′ = T .
Let y = y1, . . . , yT . Now we have

p(st1,t2 = i,y) = p(st1,t2 = i, y1, . . . , yt2 , yt2+1, . . . , yT )

= p(st1,t2 = i, y1, . . . , yt2)

p(yt2+1, . . . , yT |st1,t2 = i, y1, . . . , yt2)

= p(st1,t2 = i, y1, . . . , yt2)

p(yt2+1, . . . , yT |st2 = i)

= α(i, t1, t2)β(i, t2). (15)

and

p(st = i,y) =
∑

t1≤t≤t2

p(st1,t2 = i,y), (16)

p(st = i|y) =
p(st = i,y)

p(y)

∝ p(st = i,y)

=
∑

t1≤t≤t2

α(i, t1, t2)β(i, t2). (17)

Let Di = max di−min di+1 and D =
∑M

i=1 Di. The space complexity of the forward-backward
algorithm is O(DT ) for storing all the α’s and β’s. At time t, when yt is available, the compu-
tation time complexity is O(DM) + O(DMt) = O(DMt), where O(DM) is the time complexity
of one forward step of calculating α’s, and O(DMt) is the time complexity of t backward steps of
calculating β’s.

3 Change-based Endpoint Detection

In this section, we apply the segmental semi-Markov model to solve the problem of change-point
detection for plasma etch. There is a long history of work on change detection in statistics and
engineering [3, 17]. Of direct relevance to the type of data in Figure 1 is the prior work on piecewise
regression [13, 12], also called segmented regression [18, 9], or multi-phase regression [14]. When
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the number of segments is known a priori, these techniques can be viewed simply as trying to
minimize the sum of squared errors (SSE) when fitting regression functions to the segments. This
SSE approach is quite similar to the semi-Markov model approach with the important exception
that it does not use any prior information on where the change is expected to occur. The SSE
based method will be compared with our new method which is based on the segmental semi-Markov
model. We will denote the former by “SSE,” the latter by “SEGHMM.” Details of the SSE method
are provided in Appendix A.

3.1 Change-point Detection Algorithms

For the problem of change-point detection, we propose a 2-state segmental semi-Markov model:

• State 1: before the change point (first segment),

• State 2: after the change point (second segment).

As the process will start with state 1 and transition to state 2, the initial state distribution is

π =

[

1
0

]

, (18)

and the state transition matrix is

A =

[

0 1
0 0

]

. (19)

The state duration distribution of state 1 is set to reflect prior knowledge about when the change-
point will occur. For example, if we expect that the change will occur approximately at time
µc ± 20%, we can use a truncated normal distribution

p(d1) ∝











1√
2πσ2

c

e
−

(d1−µc)
2

2σ2
c , µc − 3σc ≤ d1 ≤ µc + 3σc

0, otherwise,

(20)

where 3σc = µc × 20%. As we are not interested in the duration of state 2, we set its distribution
to be

p(d2) ∝ 1, for d2 ≥ 0. (21)

3.2 Estimating the Regression Parameters by the EM Algorithm

If the regression parameters of the segments are not known a priori, they can be learned from data
by the Expectation-Maximization (EM) algorithm [6], which is a powerful framework for parameter
estimation from incomplete data. For our change-point detection problem, if we knew which data
points belong to state 1, and which data points belong to state 2, we could directly estimate the
regression parameters. Conversely, if we knew the regression parameters, we could calculate for
each data point the probabilities that it belongs to state 1 and state 2. The EM algorithm solves
this “chicken-and-egg” problem as follows:

10



• Start with θ̂, an initial “guess” of the regression parameters.

• Iterate over the two steps below until convergence:

1. Calculate p(st = i|y, θ̂), for i = 1, 2, t = 1, 2, . . ., using the forward-backward algorithm
in Section 2.6.

2. Re-estimate θ̂. Weighted linear regression [7] is used to estimate the regression param-

eters for each segment. For example, the weights used for segment 1 are p(st = 1|y, θ̂),
for t = 1, 2, . . ..

It can be shown that EM converges to at least a local maximum of the likelihood function in the
parameter space [6].

3.3 Estimating the Change-Point

After the regression parameters for the two segments are estimated via EM, our model is fully
specified, and we can apply the algorithm in Section 2.5 to find the most likely state sequence
(MLSS) from the observed data y = y1 . . . yt . . .. The change-point will be the smallest t such that
st = 2. We denote this variant of the SEGHMM method as “MLSS.”

For a given sequence of observed data y = y1 . . . yT , there are, in theory, T − 1 possible state
sequences:

s1 s2 s3 · · · st−1 st st+1 · · · sT−1 sT
s(2) : 1 2 2 · · · 2 2 2 · · · 2 2

s(3) : 1 1 2 · · · 2 2 2 · · · 2 2
· · ·

s(t) : 1 1 1 · · · 1 2 2 · · · 2 2
· · ·

s(T ) : 1 1 1 · · · 1 1 1 · · · 1 2

Each state sequence provides an estimate of the location of the change-point. For example, in s(t)

the location of change-point is t. Instead of relying solely on the decision of the single most likely
state sequence, we can pool together the decisions of all the possible state sequences s, weighted
by their posterior probabilities p(s|y). The estimated change time is the weighted average

t̂c =
T
∑

t=2

t× p(s(t)|y). (22)

Note that

p(st = 1|y) =
T
∑

t′=t+1

p(s(t′)|y), (23)

and similarly,

p(st−1 = 1|y) =
T
∑

t′=t

p(s(t′)|y) (24)

11
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Figure 6: Detected change-points by SEGHMM and SSE methods for plasma etch data.

= p(s(t)|y) +
T
∑

t′=t+1

p(s(t′)|y) (25)

= p(s(t)|y) + p(st = 1|y), (26)

so we have
p(s(t)|y) = p(st−1 = 1|y)− p(st = 1|y), (27)

where p(st−1 = 1|y) and p(st = 1|y) can be computed efficiently by the forward-backward algorithm
in Section 2.6. Substituting the above equation into Equation 22, we have

t̂c =
T
∑

t=1

(

t×
[

p(st−1 = 1|y)− p(st = 1|y)
]

)

. (28)

We denote this variant of the SEGHMM method as “weighted.”

3.4 Experimental Results on Change-based Endpoint Detection

We applied the SSE method, and both the MLSS and weighted variants of the SEGHMM methods
to interferometry sensor data from an etch run on a LAM 9400 plasma etch machine (Figure 1).
For the SEGHMM methods, the prior on the location of the change-point (i.e., the duration of the
first state) is set to be flat (p(d1) ∝ 1). All three methods estimated the change-point to be at 233,
close to the manually marked time of 231.

To systematically compare the SEGHMM and SSE methods, they were also tested on simulated
data in the following manner:

12
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Figure 7: Synthetic data with 2 linear segments. The slopes are k1 = 1, k2 = 2. The noise σy = 10.

• Data were simulated from a waveform of 100 points consisting of the two linear segments
with additive Gaussian noise (zero mean and variance σ2). The slopes of the two segments
are k1 = 1, k2 = 4, respectively. See Figure 7 for an example of the simulated data.

• The true change-point from one segment to the other is sampled from a truncated normal
distribution with mean 50 and standard deviation 5. This distribution was used as the prior
in the segmental semi-Markov model. To test the sensitivity of the SEGHMM method to
specification of the prior, we also looked at the case when no information on prior is available,
in which case we used the flat prior, i.e., all points are equally likely to be a change point.
Depending on whether the prior is used, and whether the “MLSS” or “weighted” approach is
used to find the change point, we have four different variations of the SEGHMM method.

• 10000 random realizations of the process were generated and detections were made by the
SSE method and the four variations of the SEGHMM method.

• The experiment was repeated for three different noise levels: σ = 5, σ = 10, σ = 15.

Figure 8 shows a histogram of the errors of the detected change time for each of the SSE method
and the SEGHMM method (with prior, “weighted”) for σ = 5. The SEGHMM method is clearly
superior in that the errors tend to be much smaller. Figure 9 shows the mean absolute errors. As
the noise level increases the relative improvement from using the SEGHMM method also increases.
This is as we might expect, since as the ambiguity in the data increases a probabilistic model will
be better able to deal with the ambiguities in the data compared to a non-probabilistic approach.
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Figure 8: Histograms of the detection time errors for the SSE method (top) and the SEGHMM
method (with prior, “weighted”) (bottom), σ = 10.

Conversely, for low-noise situations, the detection problem will be relatively easy and we can expect
relatively little difference between the two methods.

Additionally, we can see from the figure that the “weighted” variations of the SEGHMMmethod
are much better than the “MLSS” variations, and that, not surprisingly, “with prior” is better
than “without prior.” So the knowledge about the prior improves the performance, but it is not
essential: without it, the performance is still much better than the SSE method and relatively close
to performance with the prior. The main advantage of the “weighted” SEGHMM method appears
to come from the fact that it averages out the uncertainty over the location of the change-point
rather than picking the single best segmentation (MLSS and SSE methods).

For the results above, we have applied the SEGHMM method in an off-line manner; that is, at
time T after all yt measurements are available. In this case, the SEGHMM method has been shown
to be very effective in accurately pinpointing the location of the change point. We also tested the
SEGHMM method in an on-line manner, but found it to not significantly superior than the SSE
method, in part due to the trade-off between the false alarm rate and detection delays.

4 Pattern-Based End-point Detection

4.1 Building A Segmental Semi-Markov Model From An Example Pattern

For certain sensor and endpoint problems, the endpoint is indicated by a distinctive pattern or
waveform, rather than a simple change-point (e.g., see Figure 2). From the interferometry data in
Figure 2(a), an engineer can manually detect the endpoint by marking the pattern (enclosed in the
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Figure 9: Comparison of the SSE method and the four variations of the SEGHMM method (with
or without prior, “weighted” or MLSS), in terms of the mean absolute errors of detected change
times.

dotted rectangle). The problem is to automatically detect similar patterns in the interferometry
data of future runs, e.g., Figure 2(b).

To build a segmental semi-Markov model from the example pattern, we first approximate the
example pattern as a sequence of linear segments. This process is called piecewise linear segmen-
tation, for which there exist many algorithms, e.g., [15], [28]. For simplicity, we are using a simple
recursive algorithm (similar to the algorithm of [8]; see also [16], p. 364), which takes as input a
sequence of points (x1, y1), (x2, y2), . . . , (xT , yT ) and the error tolerance ε, and output a sequence
of linear segments:

1. Connect the end points A, B. Let the equation for the line AB be y = kx+ b.

2. Find the point C between A, B with the maximum error |yC − (kxC + b)|.

3. If |yC− (kxC+b)| > ε, break the line AB into two segments AC, CB, and repeat this process
on these two segments.

The error tolerance ε can be set manually, or estimated in a robust manner from the data by median
filtering as follows:

1. Run the waveform y1 . . . yn through a median filter, and let the resulting smooth signal be
z1 . . . zn.

2. Let di = |zi − yi|, for i = 1, . . . , n.
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3. ε is set to be the third quartile of {d1, . . . , dn}.

Let M be the number of segments in the piecewise linear representation of the example pat-
tern. We build an M -state segmental semi-Markov model. The initial state distribution is π =
[1, 0, . . . , 0]. The transition matrix A is defined as

Aij =

{

1, if i = j + 1
0, otherwise.

(29)

Let li be the length of the ith linear segment in the piecewise linear representation. The duration
distribution of the ith segment is modeled as a truncated normal distribution with mean µdi = li,
and standard deviation σdi = li × 20%/3, similar to Equation 20.

The regression function of the ith segment is a linear function

yt = kit+ bi + et, (30)

where ki, bi are the slope and the intercept, repsectively, and et is the additive Gaussian noise.
The slope ki is set to that of the ith linear segment in the piecewise linear representation. We let
the intercept bi to float freely in our model as it depends on the starting point of the segment.
Furthermore, we assume that the noise variances of all the segments are the same: σ2, which is
estimated as the noise in the training example, given its piecewise linear representation.

4.2 Pattern-matching Algorithm

To detect such a waveform inside a (much longer) time series y1 . . . yt . . ., an obvious approach would
be to match the model against every subwindow yiyi+1 . . . yj , find the most likely state sequence
sisi+1 . . . sj , and declare “found” if the likelihood is above a certain threshold. The problems with
this approach are (1) how to set the likelihood threshold and (2) the redundant computation from
the fact that the computation for every subwindow will need to be completely redone, even if a
subwindow overlaps with another subwindow.

To deal with these problems, we augment the model with two extra “background” states: a
pre-pattern background state (state 0) to model the data before the pattern, and a post-pattern
background state (state K +1) for the data after the pattern. This augmented model may be seen
as a “global” model that can be matched directly against the whole time series (instead of the
subwindows). Similar ideas have been used in speech recognition to detect specific words within
long speech sequences [26]. With this augmented model, we run the MLSS algorithm of Section 2.5
on-line as new data points y1 . . . yt . . . are coming in. If, at time t, the most likely state sequence
ends with st = K, where K is the last segment in the waveform, we declare that the waveform is
detected with end time at yt. See Figure 10 for pseudo-code.

4.3 Experimental Results on Pattern-Based End-point Detection

To test the above algorithm, a segmental semi-Markov model was fitted to the example pattern
in Figure 2(a), using piecewise linear segmentation and duration parameters as described in Sec-
tion 4.1, and the pattern matching algorithm was run on the data in Figure 2(b). The algorithm
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procedure DETECT-PATTERN(y1 . . . yt . . .)
1. t = 1;
2. s1 . . . st = MLSS(y1 . . . yt);
3. if (st == K)
4. declare ‘found’;
5. stop;
6. else
7. t = t + 1;
8. goto 2;
9. end if

Figure 10: Pseudo-code for DETECT-PATTERN (on-line detection of waveform).

correctly found the matched pattern between time 230 and 252. See Figure 11 for another ex-
ample of applying the pattern matching algorithm, again using the same methodology for pattern
modeling and detection.

4.4 Comparison with Squared-errors Based Methods

It is informative to compare our pattern matching method with a baseline squared-error based
method that defines the distance or dissimilarity between two patterns as the root mean squared
error, i.e., template matching or cross-correlation. To apply such method in an on-line manner,
we need to set a threshold on the squared error distance measure. If the distance is lower than
the threshold, we can declare that two patterns are similar to each other. But the setting of such
a threshold must often be done in ad hoc manner. Also, in our problems, similar patterns may
have different dynamic ranges, so the data require preprocessing to allow shifting and scaling in
amplitude. It is difficult to appropriately incorporate domain knowledge into this kind of prepro-
cessing. To allow more flexible matching of patterns, dynamic time warping (DTW) can be used
to allow warping of the time axis (see Appendix B). In other words, time can be compressed or
stretched, so that two patterns can align together [4]. However, it is also difficult to incorporate
domain knowledge into the definition of the distance function for time warping. (See [11] for further
discussion.)

The results of running the squared-error based method and dynamic time warping on the same
data used in Section 4.3 are shown in Figure 12 and Figure 13. In both cases, the patterns are
mean-shifted (i.e., to make the means 0) when they are compared. See Appendix C for details.
The global minima in the two resulting error curves do not correspond to the best match, i.e.,
both minima correspond to false alarms around time t = 90 seconds. Similarly, for the data in
Figure 11, the global minima of the squared-error based method and dynamic time warping are at
times t = 327 seconds and t = 381 seconds, respectively, neither of which corresponds to the best
match.
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Figure 11: Another example of applying our pattern matching algorithm to plasma etching endpoint
detection.
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Figure 12: Results of applying a simple template matching technique to the data in Figure 2.
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Figure 13: Results of applying dynamic time-warping to the data in Figure 2.

5 Conclusion and Future Work

In this paper, we applied segmental hidden semi-Markov models to the problems of plasma etch
endpoint detection. The models provide a useful, flexible, and accurate framework for change-point
detection and pattern matching. By modeling the problem within a generative model framework
(including notions of state and time explicitly) one can incorporate prior knowledge in a princi-
pled manner and use the tools of probabilistic inference to infer change-points and pattern in an
optimal manner. The proposed techniques were shown to be more accurate than non-probabilistic
alternatives such as dynamic time-warping on both real and simulated plasma etch data.
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Figure 14: Matching two time series patterns of different lengths by dynamic time warping (DTW).

A SSE Method of Change-point Detection

When there is one change-point in a given data sequence y = y1 . . . yT , the SSE method of change-
point detection tries to minimize the sum of squared errors (SSE) when fitting regression functions
to the two segments. In other words, the change-point is

argmint {SSE(y1 . . . yt) + SSE(yt+1 . . . yT )} , (31)

where SSE(yi . . . yj) is the minimum sum of squared errors when fitting a regression function on
yi . . . yj .

B Dynamic Time Warping

Dynamic time warping (Figure 14) is a method of matching two time series patterns of different
lengths. Let x1, x2, . . ., xm be the first pattern, and y1, y2, . . ., yn be the second pattern. Let a
matching be such that the matched pairs are (xi1 , yj1), . . ., (xik , yjk), . . ., (xiK , yjK ), where i1 = 1,
j1 = 1, iK = m, jK = n. The cost of the matching is

C(m,n) =
K
∑

k=1

(xik − yjk)
2 . (32)
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Dynamic time warping minimizes C(m,n) by dynamic programming:

C(i, j) = (xi − yj)
2 +min











C(i− 1, j)
C(i, j − 1)
C(i− 1, j − 1)

(33)

where we define C(0, 0) = 0, C(i, 0) =∞, C(0, j) =∞, for i, j > 0.

C Searching for Similar Patterns Using Template Matching and
Dynamic Time Warping

To search a time series y1y2 . . . yT for a pattern similar to a given example pattern x1x2 . . . xP
using template matching (i.e., with root mean squared error as the distance function), we calcu-
late, at each t >= P , the distance between the example pattern x1x2 . . . xP and the subsequence
yt−P+1 . . . yt with the means of both patterns shifted to 0:

RMSE(t) =

√

√

√

√

1

P

P
∑

i=1

(x̂i − ŷt−P+i)2, (34)

where x̂i = xi −mean(x1 . . . xP ), and ŷt−P+i = yt−P+i −mean(yt−P+1 . . . yt).
We can calculate the distance function using dynamic time warping in a similar manner. In-

stead of comparing the example pattern with just one subsequence of length P ending at t, any
subsequence of length Q, where (1 − 20%)P ≤ Q ≤ (1 + 20%)P , and ending at t, is a candidate
pattern. We pick the subsequence with the lowest cost C(P,Q), and define

AverageError(t) =

√

1

K
C(P,Q). (35)

These distance functions were used to get the error curves in Figure 12 and Figure 13.
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